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A new class of composite RF pulses that perform well in the presence of specific ranges of B0 and Bþ1 inho-
mogeneities has been designed for volume (non-selective) excitation in MRI. The pulses consist of numer-
ous (�100) short (�10 ls) block-shaped sub-pulses each with different phases and amplitudes derived
from numerical optimization. Optimized pulses are designed to be effective over a specific range of fre-
quency offsets and transmit field variations and are thus implementable regardless of field strength,
transmit coil configuration, or the subject-specific spatial distribution of the static and RF fields. In the
context of 7 T human brain imaging, both simulations and phantom experiments indicate that optimized
pulses result in similar on-resonance flip-angle uniformity as BIR-4 pulses but with the advantages of
superior off-resonance stability and significantly reduced average power. The pulse design techniques
presented here are thus well-suited for practical application in ultra-high field human MRI.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

The problem of inhomogeneous transmitted RF ðBþ1 Þ fields in ul-
tra-high field MRI [1] has previously been addressed by various RF
pulse designs (e.g., spectral–spatial excitations [2] and adiabatic
pulses [3–5]) and hardware modifications (e.g., parallel transmit
coils [6] and traveling-wave antennae [7]). Such techniques have
practical limitations in that field maps must be acquired for a spe-
cific imaging slice prior to the design of the RF pulse, specific
absorption rate (SAR) requirements hinder implementation at ul-
tra-high field, pulse durations are impractical, or non-standard
hardware configurations must be implemented. New methods that
improve flip-angle uniformity in the presence of large Bþ1 inhomo-
geneities while simultaneously addressing or avoiding such short-
comings are therefore of interest.

The design scheme introduced here can be used to generate
composite pulses for volume (non-selective) excitation that are
executable on commercial quadrature transmit coils within the
practical limits of maximum RF amplitude and pulse duration of
current ultra-high field human MRI. Using numerical techniques,
pulses are optimized to produce uniform flip angles over a range
of Bþ1 and static (B0) field variations designated during the design
process. When such field inhomogeneities can be estimated to lie
within a given range, pre-designed composite pulses can be used
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without the time-consuming acquisition of Bþ1 and B0 field maps
and the subsequent design of a tailored RF pulse.

The main objectives of this study were: (1) to determine rele-
vant Bþ1 and DB0 ranges to be targeted for 7 T volume excitation
of the human brain and a dielectric phantom of similar size; (2)
to design optimized pulses as series of block-shaped sub-pulses
with amplitudes and phases determined by numerical optimiza-
tion; (3) to investigate the dependence of the performance of opti-
mized composite pulses on such factors as average power, pulse
duration, sub-pulse duration, and the number of component sub-
pulses; (4) to compare the performance of selected optimized com-
posite pulses to that of suitable block-shaped and adiabatic coun-
terparts by way of simulations based on phantom and in vivo data
acquired at 7 T; and (5) to validate the efficacy of optimized com-
posite pulses in improving flip-angle homogeneity in phantom
experiments at 7 T. Simulations and experiments demonstrate that
this approach to pulse design is suitable for immediate practical
application. Similar Bþ1 - and D B0-insensitive composite RF designs
have been reported [8–12] but differ from this study in available RF
time resolutions, maximum RF amplitude limits, and optimization
methodologies. The present study therefore introduces new strat-
egies for the design of Bþ1 - and DB0-insensitive pulses specifically
for use in ultra-high field human imaging.
2. Methods

The design process for generation of the composite pulses in
this study is summarized in the following steps:

http://dx.doi.org/10.1016/j.jmr.2010.04.002
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Fig. 1. DB0 (row a) and Bþ1 (row b) maps for the central axial slice of a phantom and
the human brain at 7 T. DB0 values are reported in Hz while Bþ1 magnitude is
indicated as a ratio to that of Bþ1;nom. Bþ1 maps are those obtained with the multi flip-
angle technique (Eq. (1)).
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1. perform experiments to determine the distribution of static and
RF field magnitudes in volumes of interest (Section 2.1),

2. choose ranges of Bþ1 and DB0 values for which pulses are tar-
geted to perform (Section 2.2),

3. choose number and duration of component sub-pulses
(Section 2.3),

4. optimize sub-pulse phases and amplitudes via a minimization
algorithm (Section 2.4), and

5. determine average power ðPÞ and minimum repetition time
(TR,min) for each optimized pulse (Section 2.7).

Also in this section are descriptions of the block-shaped and
adiabatic pulses used for performance comparisons (Sections 2.5
and 2.6) and details of methods used for simulation of the Bloch
equations (Section 2.8). Lastly, the experimental procedures used
for validation of optimized pulses are presented (Section 2.9).

2.1. Field mapping

A key design aim is the tailoring of pulses for a specific range of
field inhomogeneities found in practice. Prior to determination of
suitable ranges of Bþ1 and DB0 values for which pulses are to be
optimized, measurements were made of typical variations in these
fields throughout particular volumes of interest—a 17 cm dielectric
phantom (Function Biomedical Information Research Network,
FBIRN) and the human brain. Two volunteer subjects were re-
cruited from the community, and written informed consent was
obtained according to the guidelines of the local Institutional Re-
view Board. All experimental data were acquired with a single-
channel, volume quadrature transmit/receive head coil (Nova Med-
ical, Wilmington, MA, USA) and a 7 T MR scanner (Philips Health-
care, Best, The Netherlands).

Protocols for estimating Bþ1 distributions were: (1) a 3D spoiled
steady-state actual flip-angle imaging (AFI) sequence [13] and (2) a
series of 11 single-slice gradient recalled echo (GRE) images acquired
at flip angles ranging from 10� to 210� in 20� increments. Due to its
superior data collection efficiency, the former technique was used
to estimate the Bþ1 field throughout the 3D volume, while the latter
technique was used to give a more accurate measure of the same
quantity in a single imaging slice [14]. The AFI data were referenced
in choosing the range of Bþ1 values to be targeted by the optimized
pulses as well as for multi-slice simulations, and the GRE series data
were used for single-slice phantom and in vivo simulations.

Data for Bþ1 and DB0 scans were acquired in 3 mm isotropic voxels
within a 240 � 192 mm axial field of view, with the 3D scan span-
ning 153 mm in the cephalo-caudal direction. Both sequences also
used identical second-order volume shimming with a targeted shim
volume corresponding roughly to the largest cubic volume that
could be inscribed within the imaging volume. The AFI sequence em-
ploys interleaved acquisitions with alternating TR values of 20 ms
and 100 ms, an echo time (TE) of 1.70 ms, and a nominal flip angle
(a0) of 60�. The voxel-by-voxel ratio of signals acquired at the differ-
ent values of TR can be related to the actual flip angle (a) at a given
spatial location. The value of a/a0 then gives an estimate of the rel-
ative magnitude of the Bþ1 field. The series of GRE images was ac-
quired for a single slice corresponding to the central axial slice of
the 3D AFI scan, thus placing the slice location for the in vivo scans
just superior of the corpus callosum. Imaging geometry was identi-
cal to that of the AFI sequence, with TR and TE, respectively, set to
5000 ms and 2.7 ms. Given a GRE signal intensity represented by

Si ¼ bj sinðka0iÞj; ð1Þ

with b representing the product of the received RF field ðB�1 Þ and the
initial magnetization (M0) and k indicating the ratio of the actual
transmitted RF field magnitude ðBþ1 Þ to the corresponding field mag-
nitude ðBþ1;nomÞ associated with the nominal flip angle a0i of the ith
image in the series, a least-squares fit of the parameters b and k
to the S vs. a0 curve for each voxel in the imaging slice results in
a measure of k (i.e., the relative magnitude of the Bþ1 field) [2,15].
Axial Bþ1 maps obtained with this technique are shown in Fig. 1b.

Static field variations (DB0) were mapped via a 3D spoiled GRE
sequence with a double-echo acquisition (DTE = 0.5 ms). Frequency
offsets for all voxels were then calculated from the difference in
magnetization phase at the two echo times (DB0 = D//(2pDTE)).
The value of DTE was chosen short enough that no phase wrapping
existed in the phase difference data and that T2 effects were mini-
mized but long enough that phase differences remained large com-
pared to the noise in the phase images. Although the respective TR

and a0 values of 5.3 ms and 10� resulted in considerable T1-weight-
ing in the magnitude images, the phase data, and therefore the DB0

measurements, did not reflect tissue boundaries (see Fig. 1a). Geo-
metric imaging parameters were set identically to those of the AFI
sequence such that corresponding measurements of DB0 and a/a0

were collected for all voxels in the 3D volume. Fig. 2 shows DB0

and corresponding AFI measurements throughout the spherical
phantom and throughout the volume of the brain approximately
superior to the red nucleus. Regions inferior to the midbrain are
not included in Fig. 2 since reduced coil sensitivity in the area sig-
nificantly undermines the accuracy of AFI measurements. Central
axial slices of phantom and in vivo DB0 maps are presented in
Fig. 1a above the corresponding multi flip-angle Bþ1 data.
2.2. Bþ1 -DB0 grids

The next step in pulse design is the designation of a parameter
space representing the ranges of the possible combinations of the
Bþ1 and DB0 values for which pulses are to be optimized [9,16,17].
A target flip-angle map is generated by specifying the desired flip
angle at each point in the Bþ1 -DB0 space. In the subsequent optimi-
zations of this study, uniform flip angles of 30�, 60�, 90�, and 180�
were targeted over the entire parameter space. For all examples
presented in this work, respective Bþ1 and DB0 ranges of
0.35 � 1.30 and ±250 Hz were selected to represent typical varia-
tions throughout the human cerebrum and the spherical phantom
at 7 T (Fig. 2). Selected ranges reflect only an approximation to the
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Fig. 2. DB0 values (y-axis) and corresponding actual flip-angle measurements (x-
axis, given as the ratio of the actual flip angle a to the nominal flip angle a0)
throughout the volume of (a) a 17 cm dielectric spherical phantom and (b) the
in vivo human cerebrum at 7 T. Each point represents a single imaging voxel, and
the entire distribution is plotted on the same coordinate system in which the
composite pulses of this study are optimized. These data were used in selecting
the ranges of Bþ1 and DB0 values (indicated by dashed boxes) to be targeted by the
optimized pulses.
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total field variations of the brain and phantom but include the
large majority of data points. Bþ1 and DB0 ranges were, respectively,
discretized into 20 and 21 evenly-spaced values, resulting in a grid
of 420 points, a Bþ1 =Bþ1;nom step size of 5%, and a DB0 step size of
25 Hz. An odd number of DB0 steps was selected so that the on-res-
onance response of the pulse could be specifically monitored. The
chosen level of Bþ1 and DB0 discretization reflects a compromise be-
tween the desired response of the pulse and the computing time
associated with the optimization, and the practical validation of a
given Bþ1 -DB0 grid comes with evaluating the experimental perfor-
mance of the resulting optimized pulse.

2.3. Anatomy of optimized composite pulses

Prior to optimization, the basic structure of the amplitude and
phase modulation waveforms must be defined. All pulses consid-
ered here are a composite of block-shaped sub-pulses executed in
immediate succession with the amplitude and phase of each sub-
pulse being subject to numerical optimization. Designations of
the number (Ns) and duration (Dts) of sub-pulses, as well as the
maximum and minimum allowed RF amplitudes, are prerequisites
to pulse optimization. These choices effectively fix the number of
free parameters and their constraints for the numerical optimiza-
tion. Composite pulses with Ns = 16, 32, 48, 64, 80, 96, 112, and
128 were generated. In each case, Dts values were fixed to 6.4,
12.8, 19.2, 32.0, 64.0, 128.0, 192.0, and 320.0 ls, thus yielding a to-
tal of 64 optimized pulses for each target flip angle. The time incre-
ment of 6.4 ls, of which all sub-pulse durations are common
multiples, reflects a typical electronics dwell time on commercial
human MR scanners (i.e., the smallest time increment by which
the output of the RF amplifier can be updated). Maximum and min-
imum parameter constraints were, respectively, set to 0 and 15 lT
for sub-pulse amplitude and ±p for sub-pulse phase. The maximum
amplitude of 15 lT was chosen in accordance with typical perfor-
mance limits on commercial RF coils in practical imagers.

2.4. Optimization of composite pulses

Routines were written in Matlab (The MathWorks, Natick, MA,
USA) to optimize the sub-pulse amplitudes A = {A1,A2, . . . ,Ak} and
phases / = {/1,/2, . . . ,/k} of composite pulses via minimization of
the function

daðA;/Þ ¼
1

mn

Xm;n
i;j¼1

aS
i;jðA;/Þ � aT

i;j

aT
i;j

�����
�����; ð2Þ

where i is the Bþ1 index on the Bþ1 -DB0 grid; j the DB0 index on the
Bþ1 -DB0 grid, and a is the flip angle given by cos�1(Mz/M0) with S
and T denoting simulated and target values. The value of function
da represents the average deviation of simulated flip angles from
the target flip angle over the entire Bþ1 -DB0 grid and is expressed
as a fraction of the target flip angle. With the goal of finding a min-
imum of Eq. (2), the non-linear constrained minimization algorithm
[18,19] (Matlab function fmincon) iteratively calculates a quasi-
Newtonian estimate of the Hessian of the Lagrangian defined by
the second partial derivatives of Eq. (2) with respect to the k ampli-
tudes and k phases of the RF waveform. The algorithm is seeded by
a composite pulse in which the k amplitudes and phases conform to
an even probability distribution within the prescribed limits of 0–
15 lT and ±p rad, respectively. A termination condition is satisfied
if the minimization algorithm fails to decrease the value of da by at
least a factor of 10�6 over the course of a single iteration. The phase
of the magnetization is not considered in the cost function, since
phase is not crucial to pulse performance. In the context of volume
excitation, phase must only be a smoothly and slowly varying func-
tion of Bþ1 and DB0 so as to avoid intravoxel dephasing. After the
pulse design process, variations in phase were examined across
the Bþ1 -DB0 grid to ensure minimal impact on the resulting signal.

Although the indices of aT
i;j signify that composite pulses for

which target flip-angles vary across the Bþ1 -DB0 grid could be de-
signed without modification of the cost function (Eq. (2)), each of
the pulse compositions described in Section 2.3 was optimized with
target flip angles on the Bþ1 -DB0 grid uniformly set to 30�, 60�, 90�,
and 180� as described in Section 2.2. A subset of four optimized
pulses (see Fig. 6) was selected for explicit comparison with block-
shaped and adiabatic pulses with equivalent nominal flip angles.

2.5. Maximum-bandwidth block pulses

The central lobe of the frequency spectrum of a block-shaped
pulse has a bandwidth inversely proportional to the pulse dura-
tion; therefore, block pulses can affect a range of DB0 offsets lim-
ited only by the minimum possible pulse duration. The flip-angle
(a) of a block pulse is determined solely by the pulse amplitude
(A) and duration (DT) such that

a ¼ 2pc
Z DT

0
jBþ1 jdt ¼ 2pcADT; ð3Þ
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with c = 42.57 MHz/T (for hydrogen), hence a block pulse with the
largest possible bandwidth can be determined by choosing the
shortest DT given the maximum allowed value of A (Amax = 15 lT)
and the desired flip-angle (a0). Parameters for all block pulses in
this study were chosen according to this condition of maximum
bandwidth while simultaneously requiring DT to be an integer mul-
tiple of the electronics dwell time (d = 6.4 ls). The integer number
of dwell times (Nd) in a maximum-bandwidth block pulse is then
uniquely given by

Nd ¼ ceil
a0

2pcAmaxd

� �
; ð4aÞ

where ceil denotes the operation of rounding to the next highest
integer. Actual values of A and DT were then defined via the
relations

DTactual ¼ Ndd ð4bÞ

and

Aactual ¼
a0

2pcDTactual
: ð4cÞ

Using this protocol, block pulses serving as metrics for the per-
formance of optimized pulses were generated for a0 values of 30�,
60�, 90�, and 180 �.

2.6. Bþ1 -insensitive adiabatic pulses

Four-part Bþ1 -insensitive rotations (BIR-4) are composites of
four adiabatic pulse segments. These pulses are capable of produc-
ing arbitrary flip angles and have been shown to improve flip-angle
uniformity in the context of volume (non-selective) excitation
[4,5]; therefore, BIR-4 pulses provide a suitable basis for compari-
son when evaluating the performance of the optimized composite
pulses produced in this study. Flip-angle maps for 4.096 ms BIR-4
pulses with nominal flip angles of 30�, 60�, 90�, and 180� were sim-
ulated for specific comparison with the subset of four 4.096 ms
optimized pulses subject to additional analysis in Section 3.2. Sim-
ulation of the Bloch equations (Section 2.8) was carried out in an
identical manner to that of optimized pulses; however, BIR-4
pulses were divided into as many d = 6.4 ls block-shaped sub-
pulses as possible (n = 640) given the total pulse duration
(DT = 4.096 ms). This reflects the typical way pulses with continu-
ous waveforms are executed digitally on an amplifier for which
d = 6.4 ls. BIR-4 amplitude and frequency modulations were desig-
nated according to Staewen et al. [4], with Amax = 15 lT and a fre-
quency sweep of ±250 Hz.

2.7. Average power and minimum TR

The specific context in which a given RF pulse is implemented
usually dictates the optimal value of TR, thus providing a restriction
on the average power ðPÞ of the RF excitation. To maintain gener-
ality, P was therefore not directly incorporated into the design of
the optimized pulses; however, P was indirectly limited by the
maximum allowed RF amplitude and fixed duration of each pulse.
With average power calculated as

P ¼ 1
DT

Z DT

0
Bþ1
�� ��2dt ð5aÞ

for a pulse of length DT, practical limitations associated with RF
power of each pulse were quantified by calculation of a minimum
value of TR via the relationship

TR;min ¼
CPDT

SARmax
; ð5bÞ
where C = 1.41 W/kg/lT2 is a coil-specific constant representing the
rate of energy dissipation of 298 MHz radiation in human brain tis-
sue, SARmax is set to the value of 3 W/kg corresponding to the SAR
threshold for significant risk in the human head according to the
Food and Drug Administration (FDA) [20], and DT is the time dura-
tion of the given RF pulse. TR,min therefore represents the minimum
repetition time for a pulse sequence in which the optimized excita-
tion is the only RF component (such as in a GRE imaging experiment
or a pulse-and-acquire spectroscopy experiment). Values are un-
ique to both the magnitude of the static field and the specific vol-
ume head coil used in this study but may serve as useful
guidelines when using similar coil configurations at 7 T.

2.8. Simulation of the Bloch equations

Magnetization response to a composite of k sub-pulses with
constant phase and amplitude was modeled as a series of rotations
(Rj, where j = 1,. . .,k), each representing the operation due to a
relaxation-independent form of the Bloch equations [21]. With
each rotation corresponding to one of the k individual sub-pulses,
the collective operation of all components of a composite pulse is
described by

Mf ¼ RkRk�1Rk�2 . . . R1M0; ð6Þ

where M0 is the magnetization vector preceding the pulse and
Mf is the magnetization vector following the pulse. For all cases
in this study, the initial magnetization was taken to be in the
z-direction such that the components of M0 were given by
ðM0

x ;M
0
y ;M

0
z Þ ¼ ð0;0;1Þ.

2.9. Phantom experiments

A spoiled, 3D, echo-planar, GRE sequence (TR = 500 ms,
TE = 5 ms, 3 mm isotropic voxels, EPI factor 3) was used to image
the entire volume of the 17cm FBIRN phantom with the same hard-
ware configuration described in Section 2.1. This experiment was
carried out with the 4.096 ms excitation pulses shown in the first
row of Fig. 6: a 30� maximum-bandwidth block pulse, a 30� BIR-4
pulse, and a 30� optimized composite pulse. For each excitation
pulse, data were acquired both for the case of second-order static
field volume shimming and the case in which all static field shim-
ming gradients were turned off. Respectively, these DB0 shimming
scenarios allowed for the evaluation of excitation pulse perfor-
mance when (1) in-slice static field variations were similar to those
found in the well-shimmed human brain at 7 T (e.g., compare the
in vivo DB0 map of Fig. 1a with the unshimmed phantom DB0

map of Fig. 12) and when (2) in-slice static field variations were
minimal.

Data for calculation of the parameter b (Eq. (1)) in a 2D axial
slice corresponding to the central slice of the 3D volume were ob-
tained according to the protocol described in Section 2.1. Since the
steady-state signal (Sss) can be expressed as a product of B�1 - and
Bþ1 -dependent factors b and F such that

Sss ¼ bF; ð7aÞ

with F being explicitly given by

Fðk; T1; T
�
2;a0; TR; TEÞ ¼

sin ka0ð Þj jð1� e�TR=T1 Þe�TE=T�2

1� cosðka0Þj je�TR=T1
; ð7bÞ

and

k ¼ Bþ1 =Bþ1;nom; ð7cÞ

central-slice images from the 3D acquisitions were divided by the
calculated map of b. This procedure resulted in six maps of F (three
excitation pulses with two static field shimming schemes) which
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Fig. 3. Cost function value (da, Eq. (2)) as a function of overall pulse duration (DT), with each sub-plot corresponding to a different target flip angle as indicated in the upper
right corner. Line colors indicate optimized pulses with different numbers of sub-pulses (Ns). The ‘�’ symbol indicates performance of maximum-bandwidth block pulses for
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pulses tend to result in better pulse performance but with da depending more noticeably on the value of Ns.
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were then compared in terms of uniformity. To avoid signal scale
discrepancies arising from the fact that Sss values were acquired
with a 3D sequence while b values were calculated from 2D se-
quence data, Sss and b were normalized prior to the calculation of
F such that Sss = b = 1 for voxels with k = 1.
1 For interpretation of color in Figs. 1, 3–8, 11, and 12, the reader is referred to the
web version of this article.
3. Results

3.1. Optimized pulses

The 4 flip angles (30�, 60�, 90�, 180�), 8 Ns values (16, 32, 48, 64,
80, 96, 112, 128), and 8 Dts values (6.4, 12.8, 19.2, 32.0, 64.0, 128.0,
192.0, 320.0 ls) for which composite pulses were optimized re-
sulted in a total of 256 composite pulses produced for this study.
In Fig. 3, da values (Eq. (2)) for each of these pulses are plotted as
a function of total pulse duration (DT) for all values of Ns. In
Fig. 4, the same information is presented but organized according
to pulses with a given Dts. While these data indicate the sensitivity
of pulse performance to the design parameters Ns and Dts, they
firstly illustrate the radical improvement in flip-angle uniformity
that is possible with optimized composite pulses as compared to
maximum-bandwidth block pulses (the performance of which is
indicated by a ‘�’ symbol in each sub-plot of Figs. 3 and 4). In gen-
eral, composite pulse performance clearly increases (i.e., da de-
creases) with increasing DT. One obvious exception to this trend
occurs for 30� pulses with DT J 5 ms. For most values of Ns in
Fig. 3, da clearly reaches a minimum value when DT is between 2
and 10 ms. Smaller Ns values lead to da minima at the lower end
of this range while larger Ns values lead to da minima at the upper
end of this range. Similar behavior in the DT-dependence of da can
be seen to a lesser degree as a0 increases. Examination of da vs. DT
in light of Dts (Fig. 4) reveals that shorter Dts pulses rather consis-
tently provide increased performance when DT is long ( J 5 ms).
For shorter DT, Dts appears to make little difference in pulse
performance.

Absolute minimum values of da are found at the following com-
binations of Ns and Dts, respectively: 128 and 64 ls for 30�, 60�,
and 90� pulses; 128 and 128 ls for 180� pulses. By this measure
alone, performance of pulses appears limited simply by Ns, while
the ideal value of Dts depends on both the optimal bandwidth of
the component sub-pulses and the available RF power for the en-
tire composite pulse. From this, it can be inferred, given the objec-
tive of the optimization, that the ideal composite pulse would have
the maximum value of Ns within the limits of the optimization
algorithm and the shortest value of Dts as long as DT is sufficiently
long. While these findings are consistent with the optimal control
studies of Skinner et al. [22], further interpretation of the Ns, Dts,
and DT dependencies of da are saved for the discussion section.

Based on a 2D linear interpolation of the data in Figs. 3–5 pro-
vides a visual representation of pulse performance in the near-con-
tinuous parameter space of Ns vs. Dts. Using a linearly weighted
average of the four nearest data points, both da and TR,min data
for each of the four flip angles were interpolated from an 8 � 8
(Ns � Dts) grid to a 128 � 3136 grid resulting in respective interpo-
lated parameter step sizes of 1 sub-pulse and 0.1 ls. The value of
composite pulses is again obvious given that all colors other than
the darkest red1 in Fig. 5 signify an improvement in flip-angle uni-
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formity as compared to maximum-bandwidth block pulses. In the
context of Fig. 5, the strong correlation between values of da (colors),
TR, min (black contours), and DT (white lines) also becomes apparent.
These relationships emphasize that little improvement in flip-angle
uniformity can be achieved when the available RF power is too lim-
ited. Such a power threshold is, however, noticeably reduced for
smaller a0. For example, 30� composite pulses can drastically im-
prove flip-angle uniformity for TR values less than 200ms while
180� pulses offer significantly reduced benefits under the same
restriction. Conversely, the regions in which pulses perform the best
do not necessarily correlate well with regions of high P (i.e., highest
TR,min values). This effect is most easily observable for the lower a0

pulses (i.e., 30� and 60�). For example, the lowest da values for 30�
pulses occur in the TR,min range of 200 � 400 ms. Similarly, there is
no significant advantage to be gained in selecting 60� pulses with
TR,min > 400 ms, and, in fact, many such pulses perform significantly
worse than their lower P counterparts.

3.2. General performance comparison of select optimized pulses to
maximum-bandwidth block pulse and BIR-4 counterparts

In order to facilitate comparison of optimized composite pulses
to block and BIR-4 pulses of the same a0, a subset of four optimized
pulses was identified according to the practical criterion of DT
= 4.096 ms. Given this total duration, the composite pulse with
the lowest da value was selected for each a0. The respective Ns

and Dts values for these pulses are 128 and 32 ls for 30�, 64 and
64 ls for 90�, and 32 and 128 ls for both 60� and 180� and are indi-
cated by asterisks in Fig. 5. Simulated flip angles on the Bþ1 -DB0

optimization grid are shown in Fig. 6 for these four selected com-
posite pulses along with the optimized amplitude and phase mod-
ulation waveforms. Also given in this figure are the corresponding
simulated results for maximum-bandwidth block pulses and
4.096 ms BIR-4 pulses. Upon visual inspection of Fig. 6, optimized
composite pulses appear to outperform the other pulse types in
terms of flip-angle uniformity but also quantitatively demonstrate
their increased performance when normalized means ð�a=a0Þ,
mean-normalized standard deviations ðra=�aÞ, and coefficients of
variation ðcv ¼ ra=�aÞ are compared (Table 1). Depending on the
nominal flip angle, composite pulses show a �4-fold reduction in
da values as compared to block pulses. Block pulses exhibit the ex-
pected linear relationship between actual flip angles and Bþ1 field
strength (Eq. (3)) while BIR-4 pulses demonstrate strong Bþ1 -insen-
sitivity for static field strengths very close to resonance. It is in
areas of off-resonance, especially at low Bþ1 field strengths, that
composite pulses designed in the manner of this study offer a dis-
tinct advantage over their adiabatic counterparts. Although the
colors in Fig. 6 are thresholded at da = 1.3, BIR-4 pulses actually re-
sult in da values as high as 5.0 (i.e., a is 500% of a0) for a0 = 30�. This
fact is reflected in the large standard deviation for this BIR-4 pulse
as simulated on the Bþ1 -DB0 grid (Table 1).

Optimized pulse phase modulations in Fig. 6 have been un-
wrapped from the ±prad constraints of the optimization according
to the Matlab function unwrap in order to emphasize the tendency
of optimized modulation functions to be characterized by a fre-
quency sweep coupled with a near-constant amplitude. A fre-
quency sweep can be described in general terms of phase
modulation as a smoothly varying and cyclic function. Such behav-
ior in the amplitude and phase modulation is evidence of the qua-
si-adiabatic nature of the optimized composite pulses. In other
words, pulses appear to be largely functioning by way of a gradual
change in the direction of the effective field ð~Beff ¼ ~Bþ1 þ ~DB0Þ and a
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Fig. 5. Results of composite pulse optimizations interpolated across the 2D parameter space of sub-pulse duration (Dts) and the number of sub-pulses (Ns) with sub-figures
(a), (b), (c), and (d) corresponding, respectively, to a0 values of 30�, 60�, 90�, and 180�. Color scale indicates the minimized function value (da); black contours give
corresponding minimum repetition times (TR,min) in milliseconds; solid, dashed, and dotted white lines are isocontours of total pulse duration (DT) at 5, 10, and 20 ms,
respectively. Black asterisks indicate the values of Ns and Dts for the optimized pulses specifically compared to block and BIR-4 pulses in Figs. 6–8 and Table 1. Data indicate
that the lowest values of da migrate toward the top right corner of the parameter space with increasing a0—thus reflecting increased power requirements. At lower a0, da

minima tend to be found in the upper left, suggesting that the maximum number of short-duration sub-pulses yields the best performance given that a certain power
threshold is satisfied.
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simultaneous spin-lock achieved through a high RF amplitude,
although the adiabatic condition is, in general, not satisfied
throughout the pulse. Similar phase modulation in the context of
composite pulses has been previously reported [10] while the
strongly modulated pulses of Boulant et al. [11,12] appear to
implicitly incorporate similar behavior into their design.

3.3. Phantom and in vivo simulations of maximum-bandwidth block,
BIR-4, and optimized composite pulses

Simulated flip-angle maps (normalized to a0) are shown in
Fig. 7 for the single axial slices of both the spherical phantom
and the in vivo human brain. These simulations are based on the
7 T multi flip-angle Bþ1 maps and the corresponding slices of the
3D DB0 maps described in Section 2.1. Flip-angle maps for maxi-
mum-bandwidth block pulses are characterized by a central hot
spot due to the combination of attenuation and constructive inter-
ference of the Bþ1 field and the flip angle’s linear dependence on the
time-integrated magnitude of this field [1]. This effect is somewhat
reduced in vivo due to geometrical asymmetry and the resulting
incoherences in the transmitted field. BIR-4 pulses do not rely on
a linear relationship between flip angle and

R
Bþ1 dt but instead on

the process of adiabatic spin-locking. The resulting improvement
in flip-angle uniformity is dramatic when compared to that of
the block pulse. In the phantom, static field shimming appears suf-
ficient such that the undesirable off-resonance behavior of BIR-4
pulses seen on the Bþ1 -DB0 grid (Fig. 6) does not effect flip angles
in the central axial slice. In this context, performance of BIR-4
and optimized composite pulses is remarkably similar, with BIR-
4 pulses even outperforming optimized pulses in terms of flip-an-
gle cv values at 90� and 180� (Table 1). In vivo simulation, however,
begins to emphasize the significant advantage of the optimized
pulses. In the in vivo case, with B0 shimming being more challeng-
ing, BIR-4 pulses result in much reduced flip-angle uniformity as
compared to the phantom. In particular, it is the low-Bþ1 off-reso-
nance areas (roughly corresponding to the right side and upper left
of the axial brain slice) in which flip-angles deviate the most (com-
pare column 5 of Fig. 7 to column 2 of Fig. 1). Although optimized
pulse performance also suffers somewhat in the lowest Bþ1 regions,
these pulses are not as susceptible to variations in the static field.
The in vivo results of Table 1 indicate significant improvements in
flip-angle mean and cv for optimized pulses, with the lone excep-
tion being cv for the 90� pulse. It is noteworthy that such increases
in performance as compared to BIR-4 pulses can be attained while
simultaneously reducing P (or equivalently, TR,min) values by an
average of 23% (Table 1).

Although Bþ1 field maps may be less accurate than the multi flip-
angle data set used in Fig. 7, 3D AFI data were used to simulate flip-
angle response to 30� block, BIR-4, and optimized composite pulses
in eight adjacent axial slices in the brain (Fig. 8). These results are
convincing in their illustration of the improvements possible with
optimized pulses. Inferior slices in this stack are proximal to many
air-tissue interfaces (such as the frontal sinus) with magnetic sus-
ceptibility changes giving rise to sharp variations in B0. As expected
due to its large effective bandwidth, the block pulse appears least
affected by these off-resonances but nonetheless suffers from dra-
matic Bþ1 -induced flip-angle variations. The BIR-4 pulse drastically
improves flip-angle uniformity in the superior slices and the cen-



Fig. 6. The ratio of actual to nominal flip angle as simulated on the 20 � 21 Bþ1 -DB0 optimization grid (columns 1, 3, and 5) along with RF amplitude and phase modulation
waveforms (columns 2, 4, and 6). Columns 1 and 2 are maximum-bandwidth block pulses; columns 3 and 4 are BIR-4 pulses (DT = 4.096 ms); columns 5 and 6 are select
optimized composite pulses (DT = 4.096 ms); rows correspond to different nominal flip angles (indicated at left). Maps reflect the on-resonance Bþ1 -insensitivity of BIR-4 and
optimized pulses while optimized pulses result in significantly improved off-resonance behavior.

Table 1
Quantitative comparison of pulses featured in Figs. 6 and 7. Nominal flip angle (a0) and pulse type are indicated in columns 1 and 2. Columns 3–5 show the mean flip angle
(normalized to a0), standard deviation (normalized to the mean), and coefficient of variation for three contexts in which pulse performance was evaluated: the Bþ1 -DB0

optimization grid, the central axial slice through a spherical phantom, and the central axial slice of the human brain. Column 6 gives the minimum repetition time (TR,min), while
columns 7 and 8, respectively, show the average power ðPÞ and the ratio of P to the average power of the corresponding block pulse ðPBLKÞ with the same a0.

a0 Pulse Grid Phantom Brain TR,min (ms) PðlT2Þ P=PBLK

30� BLK 0.82 ± 0.28(±35%) 0.67 ± 0.17(±26%) 0.62 ± 0.11(±18%) 13 7 1.0
BIR-4 1.31 ± 0.86(±66%) 0.94 ± 0.03(±4%) 0.93 ± 0.08(±8%) 382 198 29.4
OPT 0.98 ± 0.07(±8%) 1.00 ± 0.03(±3%) 0.99 ± 0.05(±5%) 274 142 21.1

60� BLK 0.82 ± 0.28(±35%) 0.67 ± 0.17(±26%) 0.62 ± 0.11(±18%) 27 14 1.0
BIR-4 1.01 ± 0.31(±30%) 0.95 ± 0.03(±3%) 0.92 ± 0.07(±7%) 382 198 14.1
OPT 0.98 ± 0.08(±8%) 1.00 ± 0.03(±3%) 1.01 ± 0.05(±5%) 261 136 9.7

90� BLK 0.82 ± 0.28(±35%) 0.67 ± 0.17(±26%) 0.62 ± 0.11(±18%) 40 21 1.0
BIR-4 0.92 ± 0.16(±17%) 0.95 ± 0.03(±3%) 0.92 ± 0.07(±8%) 382 198 9.6
OPT 0.97 ± 0.10(±10%) 1.01 ± 0.07(±7%) 0.96 ± 0.09(±10%) 256 132 6.4

180� BLK 0.82 ± 0.28(±35%) 0.67 ± 0.17(±26%) 0.62 ± 0.11(±18%) 80 42 1.0
BIR-4 0.75 ± 0.13(±18%) 0.92 ± 0.03(±4%) 0.86 ± 0.10(±12%) 382 198 4.8
OPT 0.92 ± 0.10(±11%) 0.93 ± 0.05(±5%) 0.93 ± 0.06(±6%) 344 179 4.3
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tral regions of inferior slices; however, undesirable off-resonance
effects are obvious in most slices and especially so in the infe-
rior-most regions. In fact, the outline of the shim volume (a cuboid)
is visibly recognizable in the central slices (Fig. 8, row 2, columns
1–5), again emphasizing that the BIR-4 pulse performs well only
under an ideal B0 shimming scenario. The optimized composite
pulse is considerably more resilient to static field variations than
the BIR-4 pulse, with undesirable flip angles appearing in much
more confined regions of the inferior-most slices. In fact, the opti-
mized pulse decidedly outperforms the block and BIR-4 pulses in
terms of flip-angle uniformity across all ten slices presented in
Fig. 8 (compare statistical measures beneath each sub-plot).

3.4. Time-evolution and off-resonance simulations of BIR-4 and
optimized pulses

In addition to simulated flip-angle maps following the execu-
tion of the pulse, the performances of 30� BIR-4 and optimized
pulses were investigated by simulating the time evolution of
the magnetization throughout the pulse duration as well as the



Fig. 7. Flip-angle maps (expressed as a ratio of actual to nominal values) simulated in the central axial slice of a 17 cm phantom (left side) and the human brain (right side) for
block (BLK), BIR-4, and optimized composite (OPT) pulses. Simulations are based on multi flip-angle Bþ1 and 3D DB0 maps acquired at 7 T. Nominal flip-angle values are
indicated at the beginning of each row. Optimized and BIR-4 pulses show superior flip-angle uniformity to that of block pulses while in vivo simulations highlight the
increased susceptibility of BIR-4 pulses to off-resonances. Optimized pulses appear to combine desirable features of the other pulse types—the high effective bandwidth of the
block pulses and the Bþ1 -insensitivity of BIR-4 pulses.

Fig. 8. Flip-angle maps (expressed as a ratio of actual to nominal values) simulated in eight axial slices of the brain for the 30� block, BIR-4, and optimized composite pulses
shown in Fig. 6. Simulations are based on 3D DB0 and AFI maps acquired at 7 T. Results indicate improved on-resonance flip-angle uniformity but lower effective bandwidth
of BIR-4 and optimized pulses as compared to block pulses. Relative to optimized pulses, increased sensitivity of BIR-4 pulses to variations in the static field is apparent in all
slices. Below each sub-figure are the nomalized mean, the mean-normalized standard deviation, and the coefficient of variation for the simulated flip-angle distributions in
the given slice.

58 J. Moore et al. / Journal of Magnetic Resonance 205 (2010) 50–62



0

90

180

α 
(d

eg
)

0

90

180

α 
(d

eg
)

0

90

180

α 
(d

eg
)

−5 −4 −3 −2 −1 0 1 2 3 4 5
0

90

180

ΔB0 (kHz)

α 
(d

eg
)

d

c

b

a

Fig. 10. Nominal Bþ1 , off-resonance behavior out to ±5 kHz for the (a) 30�, (b) 60�, (c)
90�, and (d) 180� BIR-4 (dashed lines) and optimized composite (solid lines) pulses
of Fig. 6. Vertical dashed lines denote the ±250 Hz optimization region. At nominal
Bþ1 , both pulses show remarkably similar off-resonance behavior and are obviously
unsuitable for slice-selection.
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off-resonance behavior out to ±5 kHz. Plots of a vs. time are shown
for BIR-4 and optimized pulses in Fig. 9 for different combinations
of Bþ1 and DB0. Although the amplitude of fluctuations in a(t) are
considerably larger for the BIR-4 pulse, the oscillatory behavior
of a(t) shows some resemblances between the two pulse types.
For example, local minima are apparent in the neighborhood of
t = �1, 0, and +1 ms. Such similarities may be indicative of the qua-
si-adiabatic nature of the optimized pulse. The analytical design of
BIR-4 pulses, relying on adiabatic manipulation of the magnetiza-
tion, results in smooth and predictable changes in the magnetiza-
tion with time. The optimized composite pulses were designed to
produce uniform flip angles at the conclusion of the pulses with
no regard for what happens along the way. For this reason, opti-
mized pulses are free to take advantage of adiabatic spin-locking
but only to the extent that best satisfies the minimization condi-
tion (Eq. (2)). The a(t) curves of Fig. 9 are suggestive of such qua-
si-adiabatic behavior. This figure also clearly demonstrates the
way in which magnetization vectors for BIR-4 and optimized
pulses converge to the target flip angle at the end of the pulse,
regardless of the Bþ1 and B0 offsets. The one exception to this behav-
ior is for the BIR-4 pulse when off-resonance at low Bþ1 . This serves
as a good example of the loss of adiabatic behavior responsible for
the undesirable off-resonance effects illustrated in Figs. 6–8.

Terminal flip-angle values for the same BIR-4 and composite
pulses of Fig. 6 are shown in Fig. 10 for ±5 kHz and nominal Bþ1 .
These data indicate qualitative similarities in the magnetization re-
sponse to both BIR-4 and optimized pulses, again suggesting the
quasi-adiabatic nature of the latter. Off-resonance data also
emphasize that both pulse types (in their current form) are truly
limited to volume excitations since large flip angles are produced
very far from the target bandwidth.

3.5. Phantom experiments

Results from phantom experiments using 30� excitation pulses
in a 3D gradient echo sequence are shown in Fig. 11 with line pro-
files given in Fig. 12 and relevant statistical measures presented in
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Fig. 9. Flip angle as a function of time simulated for the 30� BIR-4 (a) and optimized
composite (b) pulses of Fig. 6. Solid, dashed, dotted, and dash-dotted lines indicate
flip-angle behavior at the ðBþ1 =Bþ1;nom;DB0Þ coordinates given by (0.5, + 150 Hz),
(0.5,0 Hz), (1.2,0 Hz), and (1.2, + 150 Hz), respectively. At the end time of the pulse,
the four trajectories would ideally converge at the target flip-angle value of 30�. The
objective of the optimizations in this study was to design a composite pulse that
simultaneously forces such behavior for all 420 points on the Bþ1 -DB0 grid. The lower
effective bandwidth of BIR-4 pulses relative to optimized pulses is evident in the
solid line of (a) which terminates at a flip angle more than twice the target value.
Table 2. In the case of second-order static field shimming (first row
of Fig. 11), the calculated maps of the Bþ1 -dependent factor F (Eq.
(7b)) are consistent with the phantom flip-angle map simulations
presented in Fig. 7, thus lending further credibility to the other
simulated results presented in this work. In experiment, both
BIR-4 and optimized composite pulses perform very well in terms
of the uniformity of F when static field shimming is applied. In con-
trast, the maximum-bandwidth block pulse results in highly Bþ1 -
dependent values of F, as anticipated. In the case that the static
field shimming gradients are turned off, the F maps in Fig. 11 indi-
cate the sensitivity of the BIR-4 pulse to off-resonance effects and
the insensitivity of both the maximum-bandwidth block pulse and
the optimized pulse to the same changes in B0. Thus, the optimized
composite pulse combines the desirable qualities of the maximum-
bandwidth block pulse and the BIR-4 pulse in that the resulting
excitation is highly insensitive to variations in the both the static
field and the transmitted RF field. Vertical line profiles for the
images and F maps of Fig. 11 are given in Fig. 12 and provide a dif-
ferent perspective on the same results. The intensity profiles in
Fig. 12a reflect the fact that Bþ1 -insensitive pulses still result in
images with considerable intensity variations due to the inhomo-
geneous B�1 field associated with the receiving coil while Fig. 12b
shows the component of the signal dependent on Bþ1 (i.e., F). A
comparison of solid and dotted lines allows for an evaluation of
off-resonance sensitivity for a given pulse type. In Table 2, the dis-
tributions of F values for each combination of pulse type and B0-
shimming scheme are described quantitatively. When comparing
cv values, the optimized pulse can be seen to perform roughly twice
as well as the BIR-4 pulse when B0 shimming is applied and about
four times better in the case of no B0 shimming. The latter case
more closely reflects anticipated performance in the human brain
at 7 T.
4. Discussion

The results of this feasibility study into the applicability of
numerically optimized composite pulses for 7 T demonstrate the
possibility of marked gains in flip-angle uniformity as compared



Fig. 11. Phantom signal intensity (S) from experiment and calculated steady-state Bþ1 -dependent factor (F in Eq. (7b)) values for the cases of second-order static field
shimming (first row) and no static field shimming (second row). Static field maps in units of Hz are shown in column 1, and S and F maps for the three pulse types are
indicated at the top of the other columns. When static field shimming is active, the BIR-4 and optimized composite pulses result in significant improvement in flip-angle
uniformity as compared to the block pulse. When no static field shimming is present (and B0 variations are similar in range to that of the human brain at 7 T), the BIR-4 pulse
results in much reduced flip-angle uniformity while optimized pulse performance is similar to the case when static field shimming is applied. The dashed vertical line in the
first image indicates the position of the line profiles plotted in Fig. 12.

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

S 
(a

rb
itr

ar
y 

un
its

)

voxel # (top−to−bottom)

 

 

10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

F 
(u

ni
tle

ss
)

voxel # (top−to−bottom)

BLK SH
BLK NS
BIR4 SH
BIR4 NS
OPT SH
OPT NS

b

a

Fig. 12. Vertical line profiles through the images (a) and F maps (b) found in Fig. 11,
with line orientation corresponding to the dashed white line in the first image of
Fig. 11. Voxels are numbered from top to bottom, corresponding to the direction in
which the static field predominantly increases (see field maps in Fig. 1). The case of
static field shimming (SH) is indicated by solid lines while the case of no static field
shimming (NS) is indicated by dashed lines. Comparison of solid and dashed lines of
a given color reveals the superior off-resonance stability of maximum-bandwidth
block (black) and optimized composite (red) pulses as compared to the BIR-4 pulse
(blue). Of the three pulses, the optimized composite pulse is closest to producing
the ideal combination of B0- and Bþ1 -insensitivity, which would be characterized in
(b) by both solid and dashed lines having the constant value F(a) = 1.

Table 2
Distribution statistics for the experimental phantom maps of the Bþ1 -dependent factor
F found on the right side of Fig. 11. The mean of F, standard deviation of F, and the cv

value are given for 30�, 4.096 ms maximum-bandwidth block (BLK), BIR-4, and
optimized composite (OPT) pulses. In terms of the width of the distribution of F, the
optimized pulse performs slightly better that BIR-4 pulse when DB0 variations are
minimal. When no B0 shimming is applied, the optimized pulse demonstrates
superior flip-angle uniformity.

DB0 BLK BIR-4 OPT

SHIM 0.69 ± 0.16(±23%) 1.00 ± 0.09(±9%) 1.03 ± 0.05(±5%)
NO SHIM 0.69 ± 0.16(±23%) 0.83 ± 0.20(±24%) 1.04 ± 0.06(±6%)
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to block and BIR-4 pulses. Simulations and phantom experiments
straightforwardly signify improved off-resonance behavior of the
optimized pulses relative to BIR-4 pulses and dramatically im-
proved excitation homogeneity relative to block pulses. The opti-
mized waveforms in their current form are implementable for
volume excitation on commercial human MR systems and,
although designed specifically for a volume head coil at 7 T, can di-
rectly be used at other field strengths and for other coil/field con-
figurations for which the Bþ1 field is highly inhomogeneous (e.g.,
surface coils or 3 T torso imaging).

The optimized pulses of this study are specifically designed for
arbitrary flip-angle volume excitation within the practical limits
dictated by a commercial 7 T MR imager. Comparisons of flip-angle
uniformity between RF pulse classes (e.g., block, adiabatic, and
optimized composite pulses) are complicated by the array of in-
tended applications. For example, although emphasis in this anal-
ysis has been placed on comparison with BIR-4 pulses, it should be
noted that the optimized composite pulses presented here do not
in general result in plane rotations as achieved by BIR-4 pulses
and, therefore, cannot be used for refocusing. For this application,
composite pulses would have to be specifically designed by chang-
ing the minimization condition of Eq. (2) to include the reversal of
one or both orthogonal transverse magnetization components. For
the purposes of excitation and inversion, it would be useful for fu-
ture studies to compare the flip-angle uniformity of optimized
composite pulses to that of other Bþ1 -insensitive waveforms such
as hyperbolic secant [3] and chirp [23] pulses within the context
of 7 T human imaging. Of particular interest would be a direct com-
parison with the offset-independent adiabaticity (OIA) representa-
tion of such pulses [24,25]. While some such pulses offer the
advantages of high bandwidth and sharp frequency profiles thus
making them potentially more suitable for spectroscopy and
slice-selective imaging, composite pulses could be optimized via
the methods of this study with slice-selection or high bandwidth
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being the primary objective. The performance of such pulse de-
signs is presently unknown.

While the phase of the transverse magnetization is uncon-
strained in the optimization in order to increase the resulting
flip-angle uniformity, phase should in general be monitored such
that variations with respect to Bþ1 and DB0 do not result in signal
loss from intravoxel dephasing. While the experiments in this
study (with 3 mm isotropic voxels) did not appear affected by
magnetization phase variations, use of optimized composite pulses
could potentially result in signal intensity fluctuations in regions
where the static field changes rapidly with respect to voxel dimen-
sions. Examples of scenarios that might lead to such conditions are
the use of larger voxels, the presence of extreme magnetic suscep-
tibility fluctuations, or the use of strong gradients for suppression
of signal arising from beyond the imaging volume. In such scenar-
ios, variations in the phase of transverse magnetization produced
by optimized composite pulses may warrant further scrutiny.

In addition to demonstrating notable excitation uniformity in
the context of 7 T human brain imaging, data from the present
study illuminate several ways in which the design process for com-
posite pulses could be altered to produce further improvements for
in vivo applications. The remainder of this discussion addresses the
potential of data-driven alterations to composite pulse anatomy,
the optimization grid, incorporation of SAR limits into the optimi-
zation algorithm, utilization of competing minimization strategies,
and hardware modifications.

The performance of the optimized composite pulses relies on
the combination of pulse parameters DT, Ns, and Dts in ways that
are not always obvious. Perhaps the most straightforward depen-
dence is the general trend of improved performance with increas-
ing DT. Since optimized pulses tend to be characterized by high
amplitudes sustained for large fractions of the pulse length, the
dependence of performance on DT can be interpreted as a need
for high average power of the total RF waveform. This idea is con-
sistent with the adiabatic interpretation of magnetization behavior
since adiabatic pulses utilize high RF amplitudes to maintain spin-
locking conditions so that the direction of the effective magnetic
field may be slowly varied by way of a phase or frequency sweep.
As DT values increase, pulse performance also generally becomes
more dependent on the parameters Ns and Dts, suggesting that a
power threshold necessary for adiabatic behavior is satisfied. This
effect does appear to be somewhat dependent on the target flip an-
gle given that the minimum da values in Figs. 3 and 4 favor higher
DT values as the target flip angle is increased. When the influence
of Ns is visible in the data, it is usually the case that higher Ns lead
to increased pulse performance for a given DT, although individual
exceptions can certainly be found. The value of Dts appears to have
a more subtle influence on pulse performance, but shorter Dts do
appear somewhat favorable when comparing pulses of a given
length. The effects of Dts are likely related to the bandwidth of
the individual sub-pulses and may influence results only slightly
since all Dts investigated in this study correspond to bandwidths
much larger than the target range of DB0 values (e.g., the band-
width of a 320 ls sub-pulse is �3.1 kHz). Lastly, the bandwidth
associated with the total pulse length DT may be an additional fac-
tor affecting pulse performance. For example, the eventual reduc-
tion in performance at large DT seen in lower flip-angle data of
Fig. 3 could be fostered by the fact that the bandwidth associated
with the overall pulse length is actually narrower than the target
DB0 range of ±250 Hz (e.g., the effective bandwidth of a 10 ms
block pulse is ±100 Hz). Such an effect would certainly seem rele-
vant in the case that the amplitude modulation waveform approx-
imates that of a block pulse with the same duration.

Although the distribution of in vivo Bþ1 -DB0 values of Fig. 2b is
representative of only a single subject, the data are suggestive that
there are large regions of the chosen optimization grid that are not
relevant to 7 T volume excitation of the human brain. Furthermore,
areas in which in vivo pulse performance is worst (e.g., Fig. 8, near
the frontal sinus) have resonance offsets of as much as ±700 Hz,
again suggesting that the optimization region for composite pulses
could be defined more suitably for uniform volume excitation of
the brain. Instead of simply choosing limits for the Bþ1 -DB0 grid
based on the maxima and minima of both phantom and brain data,
only the relevant combinations of in vivo Bþ1 and DB0 values could
be identified. Ideally, such an analysis would be based on data from
multiple subjects with differing head sizes and geometries. Such a
customized optimization grid could result in better pulse perfor-
mance at low Bþ1 values or at large resonant offsets.

Consistency of simulated flip-angle maps across the contexts of
optimization grids (Fig. 6) and phantom/brain data (Fig. 7) indi-
cates that discretization of the grids is sufficient to represent true
variations in the underlying fields. Thus, the behavior of the mag-
netization for a given combination of Bþ1 and DB0 is sufficiently rep-
resented by the corresponding values of neighboring points on the
grid. Consequently, there appears to be no need for further discret-
ization while reduced discretization may be possible for the sole
purpose of saving computational time.

Since specific applications were not targeted in this study, P
constraints were not incorporated into the optimization algorithm.
The disadvantage of this approach is that a given pulse with a cer-
tain TR,min is not necessarily the best pulse for a specific target
application—that is, there may be a different combination of Ns

and Dts that results in the same P but with a lower value of da. A
specific P limit could easily be incorporated in the optimization
scheme by calculating P at every iteration and comparing that va-
lue to the prescribed constraint.

Solutions to optimization problems like the one investigated in
this study are only as good as the underlying minimization tech-
nique. Given that subsequent optimizations for a pulse with partic-
ular Ns and Dts result in different waveforms due to the differing
random initial conditions, it can be concluded that the minimiza-
tion algorithm utilized here (Section 2.4) is not in general success-
ful at finding a global minimum—thus, resulting pulses may not be
the best possible ones given the design criteria. It is unknown if
optimal control theory as implemented by Skinner et al. [9] is bet-
ter suited for finding a global minimum. The condition of a un-
iquely defined phase for the final magnetization vector in that
work would need to be relaxed to facilitate a comparison of opti-
mization methods given that the lone condition of flip-angle uni-
formity in the present study does not constrain the phase of the
magnetization; however, the relaxation of this phase condition
does not appear straightforward. In a future study, the two algo-
rithms (optimal control and fmincon) could be directly compared
in the context of RF pulse design given that the final phase of the
magnetization is specified. This would at least allow for a general
performance comparison and an analysis of the sensitivity to initial
conditions inherent in both methods. In the context of the same
minimization problem, optimal control theory has the advantage
of efficiently handling very large numbers of free parameters, thus
allowing for the design of composite pulses with arbitrarily short
Dts. Indeed, the present study (Section 3.1) and others [22] have
shown that pulses with short Dts are more likely to produce supe-
rior results. In light of these comments on the efficacy of minimi-
zation algorithms, it is worth stating that the primary objective
of this work is to design a pulse that provides a practical solution
to the given optimization problem, and, although algorithms with
improved efficiency and performance are always preferable, deter-
mination of a global minimum is not a priority.

As alluded to in Section 3.3, potential for numerically optimized
composite pulses should be re-evaluated in light of any relevant
hardware advancements. Since sensitivity to off-resonance is
apparently a relevant design issue for optimized composite and
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BIR-4 pulses alike, it is a noteworthy conclusion of this work that
both pulse types would potentially benefit greatly from improved
B0 shimming schemes such as dynamic shimming [26] due to the
corresponding reduction in the minimum required RF bandwidth
(i.e., the range of DB0 represented on the optimization grid). Not
only would better B0 shimming result in enhanced performance
of both existing BIR-4 and optimized composite pulses but would
also likely reduce the power requirements for the latter class—
thus, increasing optimized pulse performance for short-TR applica-
tions. This observation serves to emphasize the interconnected
relevance of inhomogeneities in the static and RF fields. As for
transmission coil technology, composite pulses should be re-de-
signed to ensure the best possible performance if maximum RF
amplifier outputs above 15 lT are available. Indications from this
study are that limited RF amplitude is a significant inhibitory factor
in pulse performance given that many optimized amplitude mod-
ulation functions utilize the maximum available amplitude for a
large fraction of the pulse duration (see Fig. 6).

5. Conclusion

An optimization algorithm for producing composite excitation
pulses with Bþ1 -insensitivity has been investigated in the context
of human brain imaging at 7 T. In addition to demonstrating signif-
icant improvements of optimized pulses over block and BIR-4
pulses, this study has documented the performance of these exist-
ing methods of volume excitation. When compared to block-
shaped pulses, optimized composite pulses are capable of dramatic
enhancements in flip-angle uniformity at the costs of increased
power, duration, and susceptibility to static field variations. Given
the measured distribution of DB0 values and estimated SAR values
at 7 T, these drawbacks seem workable, especially if applications
are identified for which pulse sequence repetition times are suffi-
ciently long ( J 100 ms). When compared to BIR-4 pulses of the
same duration, optimized composite pulses also show compelling
gains in flip-angle uniformity, primarily with respect to off-reso-
nance sensitivity, and do so with reduced power requirements.
Further customization to the optimization grid and direct incorpo-
ration of power constraints into the optimization algorithm may
result in pulses with better in vivo performance and suitability to
short-TR applications. Despite such possible improvements, the
pulses generated for this study already demonstrate the convincing
way in which Bþ1 inhomogeneity problems at high field can be ad-
dressed through the numerical optimization of composite RF
waveforms for a single channel transmitter.
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